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Part A
2 Marks Questions

Define Algebraic structure.
The operations and relations on the set S define a structure on the elements of
S, an algebraic system is called an algebraic structure.

Define Semi-group
Let S be a nonempty set and o be a binary operation on S. The algebraic system
(S,.) is called a semigroup if the operation . is associative. In other words (S,.)
is a semigroup if forany x,y,z €S,

(x.y).z = x.(y.2).

Define Monoid

A semigroup (M,.) with an identity element with respect to the operation o is
called a monoid. In other words, an algebraic system (M,.) is called a monoid if
foranyx,y,z € M, (x.y).z = x.(y.z) and there exists an element e € M such
thatforanyx € M, e.x = x.e = x

Define semigroup homomorphism.

Let (S,*) and (T, A ) be any two semigroups. A mapping g: S — T such that for
any twoelementsa,b € S, g(a*b) = g(a) A g(b) is called a semigroup
homomorphism.

Define direct product

Let (S,*) and (T,A) be two semigroups. The direct product of (S,*) and (T, A) is

the algebraic system (S X T,.) in which the operation.on S X T is defined by
(s1,t1). (52, t5) = (51 %5, t1A ty) forany (sq,ty) and (s,,t;) € S XT.

. Show that the set N of natural numbers is a semigroup under the operation

x *y = max{x,y}.Is it monoid?
Given the operation x * y = max{x, y}forany x,y € N.
Clearly (N,*) is closed because x * y = max{x, y} € N and x is associative as
(x*y)*z=max{x *y,z}
= max{max{x,y}, z}
= max{x,y, z}
= max{x, max{y, z}}
= max{x, {y * z}}
= x*x(y*2)
Therefore, (N,*) is a semi-group. The identity e of (N,*) must satisfy the
propertythatx xe = exx =x.Butx*e = exx = max{x, e}
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= max{e, x} = x.

Prove that “ A semi-group homomorphism preserves the property of
associativity.
Leta,b,c € S,
g([(a*b) xc] = gla=*b).g(c)
= [(9(@).g(®).g(©)] ...(1)
glax(b=*c)]= gla).g(b+c)
= g(a).[g(b).g(O)] ... (2)
ButinS,(a*b)*c = ax(b*c),Ya,b,c €S
~ gllaxb)*c] = glax(bx*c)]
= [g(a).g(b)].g(c) = g(a).[g(b).g(c)]

~ The property of associativity is preserved.

Prove that a semi group homomorphism preserves idem potency.
Leta € S be anidempotent element.
saxa = a
glaxa) =g(a).g(a) = g(a)
~glaxa) = ga).
This shows that g(a) is an idempotent element in T.
The property of idem potency is preserved under semi group homomorphism.

Prove that A semigroup homomorphism preserves commutativity.
Leta,b € S
Assumethat a*xb = b*a
glaxb) = g(bxa)
g(a).g(b) = g(b).g(a).
This means that the operation . is commutative in T
The semigroup homomorphism preserves commutativity.

Define group.
A non-empty set G, together with a binary operation * is said to be a group if it
satisfies the following axioms.
i) Va,b EG = a*b € G (Closure Property)
ii) Forany a,b,c € G,(a*b)xc = a* (b *c) (Associative property)
iii) There exists an element e in G suchthat axe = exa = q,
Va € G (Identity)
iv) For all a € G there exists an elementa — 1 € G such that
axa ' = a*a = e (Inverse Property)

Define Abelian group
A Group (G,*) is said to be abelianifaxb = bxaforalla,b € G

12. Define Left cosetof Hin G
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Let (H,*) be a subgroup of (G,*). Foranya € G ,the set aH defined by
= {axh /h € H }iscalled the left coset of H in G determined by the

elementa € G.

The element a is called the representative element of the left coset aH.

State Lagrange’s theorem
The order of a subgroup of a finite group divides the order of the group. Or If G is
a finite group, then O(H) \ 0(G) , for all sub-group H of G.

If (G,*) is a finite group of order n, then for any a € G, we have a™ =e,
where e is the identity of the group G.

Let 0(G) = nandLet a € G Then order of the subgroup < a > is the order of
the element a. If 0(< a >) = m, then a™ = e and by Lagrange’s theorem,
we getm\ n.letn = mk Thena™ = a™ = (a™)* = ek =e.

Let G = {1,a,a? a3} where (a* = 1) beagroupand H = {1,a%}is a
subgroup of G under multiplication . Find all the cosets of H.
Let us find the right cosets of H in G.

Ha? = {az,a4} = {a 1} =
and Ha® = {a3,a°} = {a3,a} =
~ H.1 =H =Ha? = {1,a’}and Ha = Ha® = {a,a®} are distinct right
cosets of H in G. Similarly, we can find the left cosets of H in G.

Find the left cosets of {[0],[2]} in the group (Z,4, +,4).

LetZ, = {[0],[1],[2],[3]} beagroupand H = {[0],[2]} be a sub-group of Z,
under +,.

The left cosets of H are

[0] + H = {[0], 2]}
[1] + H = {[1],[3]}
[2] + H = {[2],[4]} = {[2].[0]} ={[0).[2]} = H
3] + H = {[3L.[51} = {[3L.[1]} = {[1L.[8} = [1] + H
[0] + H =[2] + H = Hand [1] + H = [3] + H are the two distinct left

cosets of Hin Z,.

Define subgroup
Let (G,*) be a group and let H be a non-empty subset of G. Then H is said to be
a subgroup of G if H itself is a group with respect to the operation *.

Define normal subgroup
A subgroup (H,*) of (G,*) is called a normal sub-group if for any a € G,
aH = Ha. (i.e.) Left coset = Right coset
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Prove that every subgroup of an ablian group is normal subgroup.
Let (G,*) be an abelian group and (N,*) be a subgroup of G.
Let g be any elementin G andletn € N.
Now g*nx*g~t = (nxg)=*g ! [Since G is abelian]
=n*e =n €N
~Vg€Gandn €N,gxnxg leN
= (N,*) is a normal subgroup.

Define direct product on groups
Let (G,*) and (H, A) be two groups. The direct product of these two groups is
the algebraic structure ( G X H ,.) in which the binary operation.on G X H is

given by (g1, h1). (g2, h2) = (g1 * g2, A hy)
forany (g1, h1), (g2, h2) € G X H.

If S denotes the set of positive integers < 100, for any x,y € S, define
x *»y = min{x, y}. Verify whether (S,*) is a monoid assuming that * is
associative.

The identity elementis e = 100 exists.

Sinceforx € S, min (x,100) = x= x *100 = x,Vx € §

If H is a subgroup of the group G, among the right cosets of H in G. Prove that
there is only one subgroup viz., H.

Let Ha be aright coset of H in G wherea € G. If Ha is a subgroup of G then

e € Ha, where e is the identity element in G. Ha is an equivalence class
containing a with respect to an equivalence relation.

e EHa > H.e = Ha.ButHe = H

~ Ha = H. This shows H is only subgroup.

Give an example of sub semi-group
For the semi group (N, +), where N is the set of natural number, the set E of all
even non-negative integers (E, +) is a sub semi-group of (N, +).

Letx = 1001,y = 0100,z = 1000. Find the minimum distance between
these code words.
x @y =110,y ® z = 1100,z @ x = 0001,
H(x,y) =3,H(y,z) = 2,H(z,x) = 1.
Minimum distance = 1.

Find the subgroup of order two of the group (Zg, +3)
H = {[0],[4]}is a subgroup of order two of the group G = (Zg,+3) .

tg [0] [4]

[0] [0] [4]




26. Define Ring
An algebraic system (S, +,.) is called a ring if the binary operations + and.on S
satisfy the following three properities.
i)(S,+) is an abelian group
ii)(S,.) is a semigroup
iii) The operation . is distributive over + , i.e., foranya,b,c € S,
a.(b+c) = ab+ acand(b+c).a = b.a +c.a

27. Define Field
A commutative ring (S, +,.) is a ring is called a subring if (R, +,.) is itself with
the operations + and . restricted to R.

28. Define Ring homomorphism
Let (R, +,.) and (S,®,) be rings. A mapping g:RES is called a ring
homomorphism from (R, +,.) to (5,@®,®) if forany a,b € R.
gla+b) = g(a) ® g(b)and g(a.b) = g(a) © g(b)

29.If (R, +,.) be aring then prove thata.0 = 0 foreverya € R
Proof:
Leta € Rthena.0 = a.(0+0) = a.0 + a.0[by Distributive Law ]
a.0 = 0[Cancellation Law ]

30. Give an example of an ring with zero-divisors.
The ring ( Z19, +10 ,-10 ) is not an integral domain.
Since5.10 2 = 0,(5 * 0,2 * Oinzlo)

Part B
31. i) State and Prove Lagrange’s theorem for finite groups.
Statement:
The order of a subgroup of a finite group is a divisor of the order of the group.
Proof:
Let aH and bH be two left cosets of the subgroup {H,*} in the group {G,*}.
Let the two cosets aH and bH be not disjoint.
Then let ¢ be an element common to aH and bH i.e., c € aH N bH
“c€aH,c=a*hy, for someh; €H ..(1)
“ CcCE€DbH,c=bxhy for someh, €EH ..(2)
From (1) and (2), we have
axhy =bxh,
a=bx*h,«hi!..(3)
Let x be an element in aH
x =ax* hs, for someh; EH
= b x hy * h{' * h3,using (3)



Since H is a subgroup, h, * hi1 * h; € H

Hence, (3) means x € bH

Thus, any element in aH is also an elementin bH. . aH € bH

Similarly, we can prove that bH € aH

Hence aH = bH

Thus, if aH and bH are disjoint, they are identical.

The two cosets aH and bH are disjoint or identical. ...(4)

Now every element a € G belongs to one and only one left coset of H in G,
For,

a=ae € aH,sincee € H=>a € aH

a & bH, since aH and bH are disjoint i.e., a belongs to one and only left coset of
Hin G i.e., aH ...(5)

From (4) and (5), we see that the set of left cosets of H in G form the partition of
G. Now let the order of H be m.

Let H = {hq, hy, ..., h,, }, where h;'s are distinct

Then aH = {ahy, ah,, ...,ah,,}

The elements of aH are also distinct, for, ah; = ah; = h; = h;, which is not

true.

Thus H and aH have the same number of elements, namely m.

In fact every coset of H in G has exactly m elements.

Now let the order of the group {G,*} be n, i.e., there are n elements in G

Let the number of distinct left cosets of H in G be p.

=~ The total number of elements of all the left cosets = pm = the total number
of elementsof G.i.e., n = pm

i.e., m, the order of H is adivisor of n, the order of G.

i) Find all non-trivial subgroups of (Z¢ , +4)
Solution: (Zg , +4),S = {[0]} under binary operation +¢ are trivial subgroups

+¢ | [0] | [1] | [2] | [3] | [4] | [5]
(o] | [0] | (1] | (2] | (3] ] (4] ] [5]
(1] | [2] | (2] | [3] | [4] | [5] | [O]
[2] | [2] | (3] | [4] | [5] | [O] | [1]
(3] | (3] ][4 | (5] |[0] | [1]] (2]
[4] | [4] | (5] |[0] | (3] (2] (3]
(51 [ (5] ] (0] | (3] |(2]](3]][4]

+6 | [0] | [2] | [4]
[o] | [0] | [2] | [4]
(2] | [2] | [4] | [0]
(4] | [4] | [0] | [2]
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From the above cayley’s table,

All the elements are closed under the binary operation +¢
Associativity is also true under the binary operation +4
[0] is the identity element.

Inverse element of [2] is [4] and vise versa

Hence S; = {[0],[2],[4]} is a subgroup of (Z4,+¢)

S, ={[0],[3]}

+¢ | [0] | [3]
[0] | [O] | [3]
[3]1 [ [3] | [0]
From the above cayley’s table,

All the elements are closed under the binary operation +¢

Associativity is also true under the binary operation +4

[0] is the identity element.

Inverse element of [3] is itself.

Hence S, = {[0],[3]} is a subgroup of (Z4 , +¢)

Therefore S; = {[0], [2],[4]} and S, = {[0], [3]} are non trivial subgroups of

is the parity check matrix, find the Hamming code

S OO

generated by H (in which the first three bits represent information portion and
the next four bits are parity check bits). If y = (0,1,1,1,1,1,0) is the received
word find the corresponding transmitted code word.

Solution:

Here e: B3 —» B’

0111000
_11 01 01 0 Of_ yr — [AT
1100001
The generator function is given by
1 0 00 1 11
G=II,JAl=[L|Al=10 1 01 0 0 1
0 011 110
B3 ={000,001,010,100,011,101,110,111}
e(w) =w.G
1 0 00 1 1 17
e(000)=[0 0 0]|I0 1 0 1 0 O 1|=[0 0 0 0 0 0 0]
0 0 11 1 1 Ol
1 0 0 0 1 1 17
e(001)=[0 0 1]/0 1 0 1 0 0 1|=[001 111 0]
0 011 1 1 Ol
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(1 0 0 0 1 1 1]
e(010)=[0 1 0]f0 1 0 1 0 0 1|/=[01 010 0 1]
0 0 1 1 1 1 Ol
(1 0 0 0 1 1 1]
e(100)=[1 00]f0 1 01 0 0 1|/=[1 00011 1]
0 0 1 1 1 1 Ol
(1 0 0 0 1 1 1]
e(011)=[0 1 1]f0 1 0 1 0 0 1|/=[01 101 1 1]
0 0 1 1 1 1 ol
(1 0 0 0 1 1 1]
e(101)=[1 0 1]f0 1 0 1 0 0 1|/=[1 0110 0 1]
0 0 1 1 1 1 ol
(1 0 0 0 1 1 1]
e(110)=[1 1 0]f0 1 0 1 0 0 1|/=[1 1011 10]
0 0 1 1 1 1 Ol
(1 0 0 0 1 1 1]
e(111)=[1 1 1]fo0 1 0 1 0 0 1|/=[1 11 0 0 0 0]
0 0 1 1 1 1 ol
_0_
01110003 p1
r_11 010100 _10
HI'=11 01001 0 17 o
1100001 1 1
nt
1
Since, the syndrome 8‘ is same as the second column of H, the element
1

in the second position of y is changed.
~ The decoded word is 0011110 and the original message is 001.
i) Show that the mapping g: (S, +) — (T,*) defined by g(a) = 3%, where S'is

the set of all rational numbers under addition operation + and T is the set of
non-zero real numbers under multiplication operation * is a homomorphism but
not isomorphism.
Solution:
Foranya,b € S,
gla+b) =3%" =343 = g(a) x g(b)
~ g is a homomorphism.
To prove g is one to one:
Foranya,b € S,
letg(a) =gb)=>3*=3"=2a=0»b

- gisonetoone

To prove g is onto:
loghb

b =3%=logb =log3*“=logh =alog3 =a = log3
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a= (loﬂ) Va€eT
9 log3/’
log a

~ Va €T, thereis a pre-image log 3 &S
[ log3 is 1rrat101na1=>% is 1rrat101nal]

-~ g is not onto.
. g is not an isomorphism.

ii)SShow that (2,5) encoding function defined by e(00) = 00000, e(01) = 01110,
e(10) = 10101, e(11) = 11011 is a group code.

Solution:

Let x, y, z and w denote the code word e(00),e(10),e(01) and e(11)
x@y=10101=y,x®Dz=01110=z,x D w = 11011 = w,
y®z=11011=w,y®@w=01110=2,z@w =10101 =y
~Vx,yEB>,x @y € B>

~ B%is closed under @

VX,y,2€EB,(x@y)Dz=x® (y ® z)

= The associativity is satisfied by @
Sincex®@y=y,x@z=z,x@Ow=w

x = 00000 € B® is the identity element
Sincecy@y=x,z@z=x,w@®w=x

= Every element of B® is its own inverse.

~ (B>,@) is a group code.

.i) Find the minimum distance of the encoding function e: B> —» B* given by

e(00) = 0000 e(10) = 0110,e(01) = 1011,e(11) = 1100.
Solution:
Let x, v, z and w denote the code word e(00),e(10),e(01) and e(11)
respectively.

x@®y=0110xPz=101,xDw =1100,y ® z=1101,y ®w = 1001,

z@Aw=0111

H(x,y) = 2,H(x,z) =3,H(x,w) =2,H(y,z) = 3,H(y,w) = 2,H(z,w) = 3

The minimum distance of the encoding function is 2.

ii) The intersection of any two subgroups of a group G is again a subgroup of G. —
Prove.

Proof:

Let H; and H, be two normal subgroups of a group (G,*).

Then H; and H, are subgroups.

e€H ande € Hy > e € Hi N H,. Since e is the identity element of G and it

is unique.
~ H{ N Hy is non empty.
Va,b € HNH,>a,b€H andab€H,>a*b "' €H anda*b™ ' € H,



Since H; and H, are subgroups.
> axbl€H NH,

~ Hy N Hy is a subgroup

35. i) Show that monoid homomorphism preserves the property of invertibility.
Solution:
If {M,*, e} and {T,, e'} be any two monoids, where e and e are identity
elements of M and T with respect to the operations * and . respectively, then a
mapping g: M — T such that, for any two elements a, b € M,

gla*b) = g(a).g(b) and g(e) = €' is called monoid homomorphism.
Leta~! € M be the inverse ofa € M
Then g(a * a™') = g(e) = e by definition.
Also g(axa™1) = g(a).g(a™') by definition
g(a).gla™) =¢
Hence the inverse of g(a) = g(a™!) = (g(a))™*
~ Monoid homomorphism preserves the property of invertibility.

110
011
ii)Let| 1 0 0 | be a parity check matrix. Determine the group code e: B> — B°.
010
001
Solution:
The parity check matrix can be written in another form
1 01 0 O
H=[1 1 0 1 0|=[A4T|L]
01 0 0 1
The generator function is given by
_ 1 0o 11 0
G=lRlAl={; 1 ¢ 1 1]
B? ={00,01,10,11}
e(w) =w.G
_ 1 0 1 1 07_
e(00) = [0 0]:(1) (1) (1) % (1):—[00000]
e(01) =0 1]:(1) (1) (1) % (1):=[0 101 1]
e(10) =[1 0]:(1) (1) (1) % (1):=[10 11 0]
e(11) =[1 1]_0 10 1 1_=[1 110 1]
The code words are 00000,01011,10110,11101.

36. i) Prove that the intersection of two normal subgroup of a group will be a normal
subgroup.
Solution:
Let H; and H, be two normal subgroups of a group (G,*).
Then H; and H, are subgroups.



Sincee € HHande € Hy=e € H N H,

~ Hy N Hy is non empty.
Va,beE HLNH,>ab€eEH anda,b€E Hy,=axb '€ H andaxb ! € H,

Since H; and H, are subgroups.
>axbl€H NH,
~ Hy N Hy is a subgroup
Va € G,VheH NH,>he€H,and h € H,,

>al+xh*xa€H,anda ! x h*a € H, Since H; and H, are normal

subgroups.
=>a l'*h*a€H NH,

~ H; N H, is anormal subgroup

37.1i) Let S be a non-empty set and P(S) denote the power set of S. Verify that
(P(S),n) is a group.

Solution:

 P(S) denote the power set of S

VA,B € P(S)=ANB € P(S)

= P(S) is closed.
VA,B,C e P(S)=An(BnNnC)=ANnNB)NC

~ P(S) is associative

VA€ P(S),wehave ANS=A4A=S NA

=~ S € P(S) be the identity element.

VA € P(S), there exists some B € P(S) such that
ANB+S

~ Inverse does not exists for any subset except S

(P(S),n) is not a group but it is a monoid.

11 01 0 O
1 0 1 0 1 O0fbea paritycheck matrix.

01 10 01
Find a) The Hamming code generated by H

b) The minimum distance of the code and

c) 001110 is the received word, find the corresponding transmitted code
word.
Solution:
Here e: B3 — B®
11 01 0 O
1 010 1 O

0 110 0 1
The generator function is given by

ii)Let H =

H= = [Tl ] = [AT|I5]

G = [, 14] = [I;]4] =

=
o RO
_ oo
o R
_ O
= O



B3 ={000,001,010,100,011,101,110,111}
e(w) =w.G
0

e(000) =[0 0 0] =[0 0 0 00 0]

e(001)=1[0 0 1] =[0 0101 1]
e(010)=[0 1 0]
e(100)=[1 0 0]
e(011)=1[0 1 1]

e(101)=[1 0 1]

e(110)=[1 1 0]

OO O ORrRr O OFr OO O OFr OOk O 0ok OO0

e(111)=[1 1 1]

1
0
0
1
0
0
1
0
0
1
0

0
1
0
0
1
0
0
1
0
0
1
0
0

OR OO R OOR OO R OO R OO R OO R OO R O
O R RO R RO R RO R RO R RO R RO R RO R R

1
0 1
1 1.
1 0]
0 1
1 1
1 0
0 1
1 1
1 0
0 1
1 1.
1 0]
0 1
1 1
1 0
0 1
1 1
1 0
0 1
1 1
1 0
0 1
1 1
d

Let [y] = [001110]Be the reciewe

1 ]
word.
[0
11010 0 m 1
H.ly]"=f1 0 1 0 1 0l1{]= |0
0 1 10 0 1 |1| 1
ol
1
Since, the syndrome |0| is same as the second column of H, the element
1

in the second position of y is changed.
= The decoded word is 011110 and the original message is 011.

38.i) Let (G,*) and (H,A) be groups and g: G — H be a homomorphism. Then
prove that kernel of g is a normal sub-group of G.

Solution:

LetK = ker(g) = {g(a) =e'\a € G,e € H}

To prove K is a subgroup of G:

We know that g(e) = e = e € K

~ K is a non-empty subset of G.
By the definition of homomorphism g(a * b) = g(a) A g(b),Va,b € G



leta,b € K=g(a) =€ and g(b) = e’

Now g(a*b™1) = g(a) A g(b™") = g(a) A (g(B)) " =e'A(e)!
=elAe =¢
~ax*bleK
~ K is a subgroup of G
To prove K is a normal subgroup of G:
Foranya € G and k € K,
glaxkxa)=gla")Agk)agla) = gla)A g(k) A g(a)
=glaMreArgla) = glaDAgla)=glat+a)=gle)=¢
alsxkra€k
~ K is a normal subgroup of G

ii) State and Prove Fundamental theorem of homomorphism.

Statement:

Let g be a homomorphism from a group (G,*) to a group (H,A), and let K be
the kernel of g and H' € H be the image set of g in H. Then G /K is isomorphic
toH'.

Proof:

Since K is the kernel of homomorphism, it must be a normal subgroup of G. Also
we can define a mapping f: (G,*) = (G/K,&®) where & is defined as

(a*b)H = aH ® bH,Va,b € G ...(1)
ie., f(a) =aK foranya € G ...(2)
Let us define a mapping h: G/K —» H'such that h(aK) = g(a) ... (3)
To prove that h is homomorphism:
h(aK ® bK) = h((a * b)K) [from(1)]
= g(a* b)[from(3)]
= g(a) A g(b) [since g is homomorphism from G to H |
= h(aK) A h(bK) [from(3)]
~ his homomorphism
To prove that h is on to:

The image set of the mapping h is the same as the image set of the mapping g,
sothat h:G/K — H'is on to.

To prove that h is one to one:
Foranya,b € G,
h(aK) = h(bK)
g(ag =g(b) )
g(@a (g®) = g®)A(g®)
! -1 — -1 ’
g@argbH=¢ [(g®)" =g & g®)A(g®)) " =¢]
gla=b~1) =¢€' [since g is homomorphism from G to H ]
axb-'eK=>a€eKb
~aK = bK
~ his one to one



.~ h:G/K —» H'isisomorphic.
9.i)Show that every subgroup of a cyclic group is cyclic.
Proof:
Let G be the cyclic group generated by the element a and let H be a subgroup of
G.IfH = G or {e}, H is cyclic. If not the elements of H are non-zero integral
powers of a, since, if a"e H , its inverse a™" € H.
Let m be the least positive integer for which a™e H
Now let a™ be any arbitrary element of H. Let g be the quotient and r be the
remainder when n is divided by m.
Thenn =mgq + r,where0 <r <m
Since, a™e H,(a™)%¢ H, by closure property

a™ e H= (a™ ) e H, by existence of inverse,as H is a subgroup

a ™eH.
Now since, a"e Hand a ™ e H=>a" ™ e H=>a"e H
r=0 ~n=mq
aat=ag™ = (am)q

Thus, every element a™ e H is of the form (a™)4.
Hence H is a cyclic subgroup generated by a™.

ii)State and prove Cayley’s theorem on permutation groups.

Statement:

Every group G is isomorphic to a subgroup of the group of permutation Sy, for
some set A.

Proof:

We know that P € S; is the subgroup of permutation group S; . We prove the
result by choosing A to be G.

In fact, we prove that the mapping ¢: (G,*) - (P, 0) given by ¢(a) = p, is an

isomorphism from G on to P.
To prove @ is homomorphism:
Leta,b € G, then
@(a*b) = pa.p = Paopy = @(a)op(h)

~ @ is homomorphism
To prove @ is one to one:

¢(a) = ¢(b)

Pa = Db =Pa(€) =py (€)
exa=exbh
a=>hb

~ ( is one to one
To prove ¢ is on to:
» @(a) = p,, For every image p, in P there is a pre image a in G.
~ ¢ is on to.
~ @ is isomorphism.



40. i) Prove that every finite integral domain is a field.
Proof:
Let {D, +,.} be a finite integral domain. Then D has a finite number of distinct
elements, say, {a;, ay, ..., a, }.
Let a # 0 be an element of D.
Then the elements a. ay, a. ay, ..., a.a, € D, since D is closed under multiplication.
The elements a.ay, a. ay, ..., a. a, are distinct, because if a.a; = a.a;, then
a.(a; — ;) = 0. Buta # 0. Hence a; — @; = 0, since D is an integral domain
I.e., a; = a;, which is not true, since a4, a,, ..., a, are distinct elements of D.
Hence the sets {a.a;, a.a,, ...,a.a,} and {a4, a,, ..., a,, } are the same.
Since ae D is in both sets, let a.a;, = a for some k ... (1)
Then a, is the unity of D, detailed as follows
Leta; = a.qa; ...(2)
Now a;.a; = ay.q; by commutativity
= a;. (a.a;) by (2)

= (ay.a).q;

= (a.ay).q;

=a.a; by (1)

=a; by (2)
Since, a; is an arbitrary element of D
ay, 1S the unity of D
Let it be denoted by 1.
Since 1le D, there exist a # 0 and a;e D suchthata.a; = a;.a =1

a has an inverse.

Hence (D, +,.) is a field.

ii)Prove that “ A code can correct all combinations of k or fewer errors if and
only if the minimum distance between any two code words is atleast 2k + 1”.
Proof:
Let the code correct at the most k errors.
Then we have to prove that the minimum distance between any two code words
is at least 2k + 1.
If possible, let there be at least one pair of code words, say x and y such that
H(x,y) < 2k +1.
We know that “A code can detect at the most k errors if and only if the
minimum distance between any two code words is at least k + 1”.
~ H(x,y) = k + 1, as otherwise the k errors cannot even be detected.

k+1<H(xy) <2k..(1)
Let x’ be another word which differs from x in exactly k digits, which form a
subset of the set of the digits in which x and y differ i.e.,

Hix',x) =k ...(2)

Since, H(x',x) + H(x',y) = H(x,y)we have from (1) and (2), H(x',y) < k.
= The code can detect at the most k — 1 errors.
Thus, we get a contradiction.



H(x,y) =2k +1

Converse: Let us assume that
Let x be a code word and x’ be a received erroneous word with at most k
errors. If a decoding rule correctly decodes x’ as x, then x’ is nearer to x than
any other word y.
Since, H(x',x) + H(x',y) = H(x,y),we get

Hix',y)=>k+1 [v Hxy) =k+1and H(x ,x) < k]
This means that every code word y is farther away from x’ than x.

Hence x’ can be correctly decoded.



