ANNA UNIVERSITY OF TECHNOLOGY, COIMBATORE
B.E./B.TECH. DEGREE EXAMINATIONS: NOV/DEC 2006
FIFTH SEMESTER : CSE
DISCRETE MATHEMATICS

Part-A (2 X 10 = 20)
1. If P, Q and R are statement variables, prove that
PA((~PAQV(~PA~Q))=>R
Solution:
PA((~PAQV(~PA~Q) &PV (~PAQV~Q)
S PA(~PAT)
© PA~P © F = R [+ Fisany statement formula]

2. Prove that whenever A A B = C, we also have 4 = (B — () and vice versa.

Solution:

Assume that AAB = C.Toprove A = (B — (). Suppose that A is True and B — C is False. Hence
B is True and C is False. ~. A A B is True but C is False, which is contradiction to our assumption.
Assume that A = (B — C).Toprove AA B = C.Suppose that A A B is True and C is False. Hence
A and B are True. . AisTrue but B — C is False, which is contradiction to our assumption.

~ Whenever AA B = C, we also have A = (B — () and vice versa.

3. Give an example to show that (3x) (A(x) A B(x)) need not be a conclusion from (3x) (A(x))
and (EIx)(B(x))

Solution:

Let A = {1} and B = {2}

Let A(x) =x€ AandB(x) =x € B

Since A and B are non empty, (3x)A(x) and (3x)B(x) are both true. Since AN B = @

(3x) (A(x) A B(x)) is false.

(3x) (A(x) A B(x)) need not be a conclusion from (EIx)(A(x)) and (EIx)(B(x)).

4, Find the truth value of (x)(P - Q(x)) VvV (Ax)R(x)where P:2 > 1,Q(x):x > 3,R(x):x > 4
with the universe of discourse being E = {2,3,4}.

Solution:

P is True and Q(4) is false P — Q(4) is false.

(%) (P - Q(x)) is false

Since R(2),R(3), R(4) are all false. (3x)R(x) is false. Hence (x)(P - Q(x)) V (3x)R(x) is false.

5. Foranysets A, B and C, provethat A X (BN C) = (A X B) N (A X B).
Solution:
Let (x,y) e Ax (BN C)
& x€ Aandy € (BNC)
& (x€ Aandy € B)and (x € Aandy € ()
S (x,y) EAXBand (x,y) e AXC
S xy)eEAXB)N(AXC()



AXx(BNC)=(AxB)N(AXxB)

6. The following is the Hasse diagram of a partially ordered set. Verify whether it is a Lattice.

e

Solution:
c and e are upper bounds of a and b. As ¢ and e cannot be compared, the LUB of a, b does not exist.
Therefore the Hasse diagram is not a Lattice.

7.f f:A - Band g: B - C are mappings and g o f: A = C one-to-one, prove that f is one-to-
one.
Solution:
Let us assume that f(x) = f(y) = g(f(x)) = g(f())
= gof0) =gef()
=>x=y(~ gofisone—to— one)
~f)=f@)=>x=y

=~ f is one-to-one.

8. If y4(x) denotes the characteristic function of the set A, prove that
Xave(x) = xa(x) + xp(x) — Xanp(x)
Solution:
Xaup(x) =1...(D
>x€AUB
>x€Aorx€eB
= xa(x) =1lor yp(x) =1
= xa(0) + xp(x) — xa(0). xp(x) =1
= xa(0) + x5(x) = xanp(x) =1...(2)
Xaup(x) =1..(3)
>x¢AUB
>x&Aandx € B
> yax)=1land yg(x) =1
= xa(x) + xp(x) — xa(x). xp(x) = 0
= xa(0) + x5(x) = xanp(x) = 0...(4)
From (1), (2), (3) and (4), we get
Xaue(x) = xa(x) + x5(x) — xanp(x)

9. If S denotes the set of positive integers < 100, for x, y € S, define x * y = min{x, y}. Verify
whether (S,*) is a Monoid assuming that = is associative.
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Solution:
The identity element is e = 100 exists. Since for x € S, min(x,100) = x =2 x*100 = x,Vx € S
=~ (S,*) is a Monoid.

10. If H is a subgroup of the group G, among the right cosets of H in G, prove that there is only
one subgroup H.

Solution:

Let Ha be a right coset of H in G where a € G. If Ha is a subgroup of G,

Then e € Ha, where e is the identity element in G. Ha is an equivalence class containing a with
respect to an equivalence relation.

~e€H= He=Ha.ButHe =H

~ Ha = H.This shows H is only subgroup.

Part-B (5 X 16 = 80)
11. (a)(i) Prove that (P > Q)A(Q > R) > (P > R)
Solution:
To prove S: ((P ->QAQ-> R)) — (P > R) isaTautology.

P|Q | R| P>Q | Q—-R | P>R (P-Q)A(Q~->R) A)
FlF|F T T T T T
FIT]F T F T F T
TIF|F F T F F T
T|T/|F T F F F T
F{F | T T T T T T
F{ T | T T T T T T
T|F | T F T T F T
T T | T T T T T T

~((P>QA(Q-R)) - (P> R) isaTautology
~(P->QANQ->R)=>(P->R)

(ii) Find the principal conjunctive and principal disjunctive normal forms of the formula
S (P>@QAR)A(~P>(~QA~R))
Solution:
Se(P->QAR)A(~P->(~QA~R)
& (~PV@QAR)A(PV(~QA~R))
S (~PVQA(K~PVR)A(PV~Q)AN(PV~R) whichis CNF
S (~PVQVF)A(~PVFVR)A(PV~QVF)AN(PVFV~R)
& (~PVQVRA~R)A(~PV(QA~Q VR)A(PV~QV(RA~R))
APV (QA~Q)V~R)
S (~PVQVR)A(~PVQV~R)A(~PVQVR)A(~PV~QVR)A(PV~QVR)
APV~QV~R)A(PVQV~R)A(PV~QV~R)
S (~PVQVR)A(~PVQV~R)A(~PV~QVR)A(PV~QVR)
A(PV~QV~R)A(PVQV~R) whichis PCNF.
~ § = Remaining max terms



~S=(PVQVR)A(~PV~QV~R)
~~S§=~((PVQVR)A(~PV~QV~R))
S=(PAQAR)V (~PA~QA~R)whichis PDNF.

(b) (i) Using conditional proof, prove that
~PvVvQ,~QVRR->S=>P->S

Solution:

i) ~PvQ Rule P

ii) ~QVR Rule P

iii)R->S Rule P

iv) P Rule Additional premises

v)Q Rule T,i,iv and Disjunctive Syllogism
Vi) R Rule T, ii,v and Disjunctive Syllogism
vii) S Rule T, iii,vi and Modus phones

viii)P =S  Rule CP

(ii) By using truth tables, verify whether the following specifications are consistent; “Whenever
the system software is being upgraded users cannot access the file system. If users can access the
file system, then they can save new files. If users cannot save new files then the system software
is not being upgraded.
Solution:
Let P represents the system software is being upgraded.
Let Q represents users can access the file system.
Let R represents users can save the file.

P—->~Q0,Q0Q >R, ~R—->~P
letS=P->~QDAQ->R)A(~R->~P)

P/ Q|R|~P|~Q|~R| P>~Q | Q-R | ~R>~P |S§
FIF|F| T T T T T T T
FIT|F| T F T T F T F
T|F|F| F T T T T F F
T|T|F| F F T F F F F
FILF|T| T T F T T T T
FIT|T| T F F T T T T
T|F|T]| F T F T T T T
T|T|T]| F F F F T T F

From the truth table, S has the truth value T whenever all premises are assigned the truth value T.
~ The premises are consistent.

12.(a)(i) Use indirect method of proof to show that

@(P®VQEX®)=>®(PX)Vv(@EX(QX)

Solution:
Let us assume that —|((x)P(x) \Y% (EIx)Q(x)) as additional premise
1. —|((x)P(x) Y, (Hx)Q(x)) Additional premise
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2.4(x) P(x) A = (3x)Q(x) 1,De Morgan's law

3.a(x) P(x) RuleT,?2

4, (3x)= P(x) 3,De Morgan's law
5.4 P(a) Rule ES, 4

6.- (3x)Q(x) RuleT,?2

7.(x)= Q(x) 6,De Morgan's law
8. =Q(a) Rule US,7

9.4 P(a) A=Q(a) 5,8, conjunction
10. = (P(a) Y, Q(a)) 9,De Morgan's law
11.(x) (P(0) V (Q(x)) Rule P

12. P(a) v Q(a) Rule US, 11
13.-(P(@) V@) A(P(a) V(@) 11,12, conjunction
14. F Rule T,13

- By the method of contradiction

(P VQEE) = () (P()) v E(Q(X))

(i) Prove that (3x)P(x) —» (x)Q(x) = (x)(P(x) » Q(x))

Solution:
1. @x)P(x) - (x)Q(x) Rule P
2.2(3x)P(x) v (x)Q(x) Rule T, conjuction as disjunction
3.(x)=P(x) vV (x)Q(x) RuleT,?2
4. (=P(a) v Q(a)) Rule US
5. (P(a) - Q(a)) Rule T, 2, conjuction as disjunction
6.(x)(P(x) » Q(x)) Rule UG

(b) (i) Use conditional proof to prove that

@)PHx) - QX)) = (P - (x)Q(x)

Solution:
1. (x)P(x) Additional Premise
2.(x)(P(x) » Q(x)) Rule P
3.P(a) - Q(a) Rule US, 2
4, P(a) Rule US, 1
5. Q(a) Rule T, 3,4, Modus phones
6.(x)Q(x) Rule UG ,5
7.(x)P(x) - (x)Q(x) Rule CP

(i) Prove that (3x)(A(x) V B(x)) © (3x)A(x) v (3x)B(x)

Solution:

Let us assume that —((3x)A(x) vV (3x)B(x)) as additional premise
1.-((@0AM) v (3x)B(x)) Additional premise
2.2(3x)A(x) A =(3x)B(x) 1,De Morgan's law
3. (x)A(x) A (x)B(x) 2,De Morgan's law
4.-A(a) A —~B(a) Rule US, 3
5.-(A(a) vV B(a)) 4,De Morgan's law
6.(3x)(A(x) V B(x)) Rule P
7.A(a) vV B(a) Rule ES, 6
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8.~ (A(a) v B(a)) A (A(a) vV B(a)) 5,7, conjunction
9. F Rule T, 8 and negation law
-~ By the method of contradiction

(@x)(A(x) VB(x)) & (Ax)A(x) v (3x)B(x)

13.(a)(i) Prove that distinct equivalence classes are disjoint.

Solution:

Let R be an equivalence relation defined on set X.

Let [x]g, [y]r are two distinct equivalence classes on X

i.e., xRy /

Let us assume that there is at least one element z € [x] and also z € [y]g
i.e., xRz and yRz = zRy(By symmetric)

~ xRz and zRy = xRy (By transitivity)

Which is a contradiction.

[x]p N [ylr =0
~Distinct equivalence classes are disjoint.

(i) In a Lattice showthata < bandc < dimpliesa *xc < b * d.
Solution:

Foranya,b,c € L

fa<b=>c+*a<cxb

=>ax*c <bxc..(1)(By Commutative law)

Forany b,c,d € L
fc<d=>bxc<bx*d..(2)

From (1) and (2) we get
axc<bxd

(iii) In a distributive Lattice prove thata * b = a * c and a®b = a®c implies that b = c.
Solution:

(a*b)®c=(a*xc)®c=c..(1)[a*b =a=xc and absorbtion law]

(a*b)®c = (a®c) * (bDc) [Distributive law]

= (a®b) x (bBc) = (a®b) * (c®b) [a®b = a Bc and commutative law]

= (axc)®b = (a *b)®b = b ...(2)[Distributive and absorbtion law]
From (1) and (2) we get,

b=c

(b) (i) Let P = {{1, 2},{3,4}, {5}} be a partition of the set § = {1, 2, 3,4, 5}. Construct an
equivalence classes with respect to R are precisely the members of P.
Solution:
LletR ={(1,1),(1,2),(2,1),(2,2),(3,3),(3,4),(4,3),(4,4),(5,5)}
Since (1,1),(2,2),(3,3),(4,4),(5,5) €ER

~ Risreflexive

For (1,2),(3,4) € R thereis (2,1),(4,3) €R
~ Ris Symmetric
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For (1,2) and (2,1) € R thereis (1,1) € R
For (2,1) and (1,2) € R thereis (2,2) € R
For (3,4) and (4,3) € R thereis (3,3) € R
For (4,3) and (3,4) € R thereis (4,4) € R
~ R is transitive
~ R is an equivalence relation
[1]r = {12}, [3]r = {34}, [5]r = {5}
Equivalence classes with respectto R = {[1]z, [3]r, [5]r}
The equivalence classes with respect to R are precisely the members of P

(ii) Show that a chain with three of more elements is not complemented.
Solution:

Let L be achainwithOand 1. Leto < a < 1.

We show that ‘a’ has no element in L.

Let b € L and b be a complement to a.

~axb=0anda®b=1

Since L is a chain, eithera < borb < a

Ifa< b,then0=a*b=a.Buta>0

Alsoifb < a,then1 =a®b =a.Buta<1

" a has no complement.

(iii) Establish DeMorgan’s laws in a Boolean Algebra.
Solution:
(ax b)' =a @ b',Va,be L
(axb) D (@ ®b)=(a® @ b)) (b D (a OD))
=(a® @ ®b))=(a ®b)Db)
=((@@aYDV)*(a OB ®D)
=(1@®M+@ @D =1x1
(a*bh)® (@ ®b)=1..(0)
(axb)*(@ @®b)=((a*b)*a’)® ((a*b) *b")
=((b*a)*a)® ((a*b)*b")
=(bx(axa))® (ax(=*b))
=(b*x0)D@*0)=00D0
(axb)* (@ ®b)=0..(2)
From (1) and (2) we get,
(axb) =d @b
By duality, (a @ b) =a *b’

14.(a)(i) Find all mappings from A = {1, 2,3} to B = {4, 5}. Find which of them are one-to-one and
which are onto.



Solution:

None of the above mappings are one-to-one. (i) and (viii) are not onto mapping but the remaining
mappings are onto.

(ii) If f = (; 9 i 1) and g = (; § Z ‘11 , are permutations, prove that
1

Solution:
9°r=(3 5 2 1)~
=G5 1)
=0 12 3)
=23 o

From (1) and (2), we get

(gof) Tt =ftog™

(iii) If R denotes the set of real numbers and f: R — Ris given by f(x) = x3 — 2, find f 1.
Solution:

fO=fM=>x*-2=y’-2x=y’sx=y
=~ f is one to one.



Lety € R.

f)=y=2>x3-2=y=x3 :y+2:>x=(y+2)%
Therefore for every image in R there is a pre-image in R.
=~ f is onto.
~ 1 exists.

F1G) = (y + 2)3

14.(b) (i) If Z* denote the set of positive integers and Z denote the set of integers. Let f: Z+ > Z
be defined by

n . .

2 if nis even

fm) =42, . Prove that f is a bijection and find f~1.
— if nisodd
Solution:
To prove f is one to one:
Vx,y € Z*

Case: 1 when x and y are even

f0) =f0) =3 =

Case: 2when x and y are odd
1-x 1-y
[@O=f)>——=—L=1-x=1-y=x=y

=~ From case: 1 and case: 2, f is one to one.

To prove f is onto:
When x is even

Lety = %:x =2y
Vx € Z,x = f(2x)
. Vx € Z,thereis apre image 2x € Z*
When x is odd

Lety=%z>1—x=2y:>x= 1-2y
Vx€Z,x=f(1-2x)

~ Vx € Z,thereis apreimage 1 — 2x € Zt
Every element has unique pre-image
~ fisonto
~ fis bijection = f~1 exists.
When x is even
Lety = §:>x =f1y) =2y
When x is odd
Lety =1%x:>1 —x=2y>x=f"1(y)=1-2y

2n,if nis even
_1 — )
fom = {1—2n,ifnis odd



(ii) Let 4, B and C be any three non empty sets. Let f:A - B and g: B — C be mappings. If f and
g are onto, prove that g o f: A — C is onto. Also give an example to show that g o f may be onto
but both f and g need not be onto.
Solution:
Since f : A > Bisonto
f(x)=y,vx€eAandy € B ..(1)
Since g : B — Cisonto
gly)=2zvzeCandy€B ..(2)
Vx € 4, gof(x) = g(f(x)) = g(y) = z[from (1) and (2)]
=~ Vz € C there exists a preimage x € A such that gof(x) = z
~gof : A— Cisonto
For example
Let A= {1,2},B ={a,b,c}and C = {d, e}
f={1a),(2,b)}, g ={(a,d),(be)(ce)}
gof() =g(f() =g(@) =d
gof @) = g(f() =gb) = ¢
gof ={(1,d),(2,e)}

The function f is not onto because ¢ € B does not have pre image.
The function g is not onto because every element of C have pre image but
itis not unique. e € C have two pre images b,c € B
The function gof is onto because every element of C have pre image and it is unique.
=~ g © f may be onto but both f and g need not be onto.

15.(a)(i) State and prove Lagrange’s theorem for finite groups.
Statement:
The order of a subgroup of a finite group is a divisor of the order of the group.
Proof:
Let aH and bH be two left cosets of the subgroup {H,*} in the group {G,*}.
Let the two cosets aH and bH be not disjoint.
Then let ¢ be an element common to aH and bH i.e.,c € aH N bH
wc€aH,c=axhq, forsomehy €H..(1)
“c€E€DbH,c =bx*h, forsomeh, €H..(2)
From (1) and (2), we have
axhy =b=*h,
a=hbxhy,*hit..(3)
Let x be an elementin aH
x =ax hz, for someh; € H
= b * hy x hi! * hs,using (3)

Since H is a subgroup, h, * i1 * hy € H

Hence, (3) means x € bH

Thus, any element in aH is also an elementin bH. .. aH € bH

Similarly, we can prove that bH € aH

Hence aH = bH

Thus, if aH and bH are disjoint, they are identical.

The two cosets aH and bH are disjoint or identical. ...(4)
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Now every element a € G belongs to one and only one left coset of H in G,
For,
a=ae €aH,sincee € H=>a € aH

a & bH, since aH and bH are disjointi.e., a belongs to one and only left coset of
HinGi.e. aH ...(5)

From (4) and (5), we see that the set of left cosets of H in G form the partition of
G. Now let the order of H be m.

Let H = {hy,hy, ..., h,, },where h;'s are distinct

Then aH = {ahy,ah,, ...,ah,,}

The elements of aH are also distinct, for, ah; = ahj = h;, = hj, which is not

true.

Thus H and aH have the same number of elements, namely m.

In fact every coset of H in G has exactly m elements.

Now let the order of the group {G,*} be n, i.e., there are n elementsin G

Let the number of distinct left cosets of H in G be p.

= The total number of elements of all the left cosets = pm = the total number
of elements of G.i.e., n = pm

i.e., m, the order of H is adivisor of n, the order of G.

(ii) Find all the non-trivial subgroups of (Z¢, +¢).
Solution: (Z; , +4),S = {[0]} under binary operation + are trivial subgroups

+e | [0] | [1] | [2] | [3] ] [4] | [5]
[0] | [0] | [a] | (2] | [3] |[4]|I5]
(1] [ [a) [ [2] [ (3] | [4] [ [5] | [O]
(2] [ [2) | 3] | [4] | [5] | [0] | [1]
(3] | 3] | [4] | [5] | [0] | [1]|[2]
[4] | [4) [ [5] |[0] | [a] | [2] | [3]
(51| [5) [ (0] | (1] | (2] | (3] 4]

+e | [0] | [2] | [4]
(o] [ [0] | [2] | [4]
(2] | [2] | [4] | [0]
(4] | [4] | [0] | [2]

From the above cayley’s table,

All the elements are closed under the binary operation +4
Associativity is also true under the binary operation +¢

[0] is the identity element.

Inverse element of [2] is [4] and vise versa

Hence S; = {[0], [2], [4]} is a subgroup of (Zg , +¢)
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N
I

{[0], 31}

+6 | [0] | [3]
[0] | [0] | [3]
[3]1 | 8] ] [0]

From the above cayley’s table,

All the elements are closed under the binary operation +

Associativity is also true under the binary operation +¢

[0] is the identity element.

Inverse element of [3] is itself.

Hence S, = {[0], [3]} is a subgroup of (Z4, +¢)

Therefore S; = {[0], [2], [4]} and S, = {[0], [3]} are non trivial subgroups of (Zg , +¢)

(b)Iif H = is the parity check matrix, find the Hamming code generated by

= O
_ oo R

SRR R
omo O

0
0
0
1

S OO M
S Om O

H (in which the first three bits represent information portion and the next four bits are parity
check bits). If y = (0,1,1,1,1,1,0) is the received word find the corresponding transmitted code
word.

Solution:

Here e: B3 — B’

0111000
_{1 01 0 1 0 Of _pyr — 14T
H = 1010010 _[A |In—m]_[A |I4]
1100001
The generator function is given by

1 0 00 1 1 1
G=[,14=[klAl=l0 1 0 1 0 0 1
0 011 110
B3 = {000,001,010,100,011,101,110,111}
e(w) =w.G
(1 0 0 0 1 1 1]
e(000)=[0 0 0]{0 1 0 1 0 0 1/=[0 0 0 0 0 0 0]
0 0 11 1 1 Ol
[1 0 0 0 1 1 1]
e(001)=[0 0110 1 0 1 0 0 1|/=[0011 1 1 0]
0 0 11 1 1 Ol
(1 0 0 0 1 1 1]
e(010)=[0 1 0]{0 1 0 1 0 0 1/=[0 101 0 0 1]
0 0 11 1 1 Ol
(1 0 0 0 1 1 1]
e(100)=[1 00]{0 1 0 1 0 0 1|/=[1 000 1 1 1]
0 0 11 1 1 Ol
(1 0 0 0 1 1 1]
e(011)=[0 1110 1 0 1 0 0 1|/=[0110 1 1 1]
0 0 11 1 1 Ol
(1 0 0 0 1 1 1]
e(10)=[101]{0 1 01 0 0 1|/=[1 0110 0 1]
0 0 11 1 1 Ol
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1000 1 11
e(110)=[1 1 0]/0 1 0 1 0 0 1|=[1 101 1 10]
0011110
1000 111
e(11)=[1 110 1 0 1 0 0 1|=[1 110 0 0 0]
0011110
_0_
0111000% 1
+ 11 0o10100|l:]_1o
Hb’]‘1010010%‘0
110000 dfj bk
n

1
Since, the syndrome lg] is same as the second column of H,the element
1

in the second positionof y is changed.
~ The decoded word is 0011110 and the original message is 001.
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